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1 INTRODUCTION AND BACKGROUND

“Dark patterns” are manipulative, deceptive design practices deployed in online services aimed, either by purpose
on in effect, at influencing the decisions of users about their purchases, use of time, and disclosure of personal data.
Effective enforcement of dark patterns requires a sound methodology for the identification and characterization of dark
patterns, including potential harms. To measure dark patterns, empirical research has evaluated both users’ reactions to
deceptive designs [8, 9, 11, 13, 15–17] and their presence across digital services (spanning modalities including mobile
apps [10, 14], websites [14, 18], voice assistants [21], e-commerce sites [18], social networks [19, 22], games [7], and
privacy control mechanisms like consent banners [12, 20, 23].

However, few enforcement cases refer directly to dark patterns practices, and the only rare emerging examples
are US-based (e.g., Epic Games [4], Credit Karma [6], Vonage [5]). Also, it is hard to trace when users studies and
other empirical research are actually used by regulators in their regulatory actions and court proceedings: a study
by Nouwens et al. [20] was used by an EU regulator (CNIL) to support a case against Facebook [3] and an industry
study was used to sustain sanctions against Google [2] to demonstrate that newly-introduced requirements in the
CNIL’s recommendation on cookies and other trackers [1] had an impact on the consent acceptance rate when users
were faced with such deceptive consent banners. Moreover, while findings from research studies are likely to have
substantial probative value to regulators and policymakers, these studies are scattered across various disciplines, such
as computer science, social science, design, and law, and are often not known to regulators at the moment of decision
making, making research-to-policy translation harder.

In this position paper, we consider the current status of dark patterns research and enforcement in an effort to
tighten the feedback loop between technical implementations of dark patterns within consumer technologies, scholarly
findings of harms or negative outcomes, and subsequent policy responses. First, we explore open questions in the
dark patterns regulatory space to understand what gaps remain in uniting legally relevant evidentiary standards and
existing empirical work. Then, we present our proposed methodology for ongoing and future work at the intersection
of technical research and policy. Finally, we discuss the intended outcomes of our work and their relevance to this
workshop.

2 OPEN QUESTIONS IN EMPIRICAL METHODS AND EVIDENTIARY REQUIREMENTS

In spite of the growing body of both definitional and empirical work, the methodological questions behind dark patterns

enforcement cases are not yet resolved or fully articulated.Within this framing, we question what sources of evidence and
related methodologies are sufficient to show the presence of dark patterns practices that are now being declared illegal
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under EU and US law, and are there certain methods more well suited to detect specific kinds of dark patterns? Are
there different standards of evidence when comparing data protection and consumer deception claims or harms related
to dark patterns? To what extent does the finding of the presence of dark patterns a matter of expertise and experience?
And how can we build synergies between regulation and technology design practices in ways that consider societal
impact and technological realities?

3 FUTUREWORK: SIMULTANEOUS DESIGN AND POLICY ANALYSIS

In this paper, we will work to close this gap by informing regulators and legal professionals of existing and ongoing
research across disciplines (computer science, social science, design and law) about factual and reliable evidence of dark
patterns to rely upon with certainty, therefore proactively contributing to a technology-and-policy-design integration.

To achieve this goal, we will pursue a bi-directional approach, analyzing two bodies of knowledge. First, we collect
EU and US case law, identifying cases that have relied upon the presence of dark patterns as part of legal enforcement.
This dataset includes recent regulatory enforcement decisions by the European Data Protection Board, Data Protection
Authorities, FTC, and other poignant cases that draw on similar design issues regardless of a specific “dark patterns”
reference.

Second, we evaluate existing methodologies used to detect, identify, or characterize dark patterns, constructing
genres of potential evidence related to the presence or harms of dark patterns based on prior empirical work. We base
this set of genres on a systematic review of dark patterns literature (a dataset which presently includes over 80 such
sources published from 2013 to 2022). This range of methods includes expert inspection, small- and large-scale user
studies, automated detection, and user/log data as potential areas for further investigation relating to the presence or
harms of dark patterns. From these two sources, we then discuss regulators’ evidentiary requirements and thresholds of
proof that are actually used in case law, and compare these to the methods used in empirical dark patterns research.

4 INTENDED OUTCOMES: TOWARDS IMPROVED DARK PATTERNS AUDITING AND COLLABORATIVE
EFFORTS

Following our analyses, we will propose which methods are most appropriate for regulators to assess dark patterns,
and articulate the kinds of evidence that need to result from these methods to provide a reasonable burden of proof.
In this section, we outline which type(s) or level(s) of dark patterns are most likely (and best suited) to be identified
and/or characterize dark patterns by method type. Our bi-directional analysis correlates methodology to legal evidence,
building towards a unified understanding of how regulators and researchers may audit dark patterns collaboratively
and design effective policies against their deployment. Our work will present opportunities for future synergies across
multiple stakeholder groups and identify existing best practices for dark patterns auditing, which may include strategies
for planning and packaging dark patterns HCI research for greater policy influence.
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